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We have studied, using dynamical Monte Carlo methods, a facilitated kinetic Ising model for structural
glasses. We observe stretched-exponential decaysléxation of the equilibrium spin autocorrelation func-
tion at late times and are able to estimate accurately the corresponding relaxation.tithese are found to
diverge at nonzero temperatures following a Vogel-Fulcher law. In addition, we observe early-time exponential
relaxation analogous t@ relaxation of glass formers. We also examined the effective thermodynamics of
systems quenched below this divergent temperature and subsequently heated. The result is a peak in the
specific heat with properties matching those of the putative glass transition. We also find that these peaks, for
different heating rates, can be rescaled to lie on a universal curve. Finally, we studied the evolving structure
factor of a frozen glass following a rapid jump in temperature. The results are qualitatively the same as those
for x-ray studies of heated glasses. We thus demonstrate that this purely dynamical microscopic model can
reproduce much of the phenomenology of the glass transition and near-glass relaxation, with no tunable
parameters.S1063-651X97)07301-1

PACS numbsgs): 05.50+q, 43.20+9, 63.20.Pw, 71.55.Jv

[. INTRODUCTION of true dynamical transitions. Given these questions, much
effort has been devoted to developing theories and models
Recently, there has been renewed experimental and thefsr glasses and glassy relaxation. To date, however, there is
retical interest in structural glasses and the glass transitiomo satisfactory description relating a microscopic mechanism
New experimental methods have allowed for detailed studyor slowed relaxation to the relaxation time divergence near
of the dynamical processes taking place in highly viscoushe glass transition or to the glass transition itself. Finding
fluids. At the same time new theoretical approaches, in parsuch a mechanism would be of great use in the development
ticular mode-coupling theories, have provided explanationsf a rigorous theory for glasses.
for some of these observations, in particular in the medium- In this paper we test the idea that dynamical frustration is
to high-viscosity region above the experimental glass transithe relevant mechanism. We do this using a microscopic dy-
tion. However, the nature of the highly viscous fluid near thenamical spin model for glasses and glassy relaxation. The
glass, and the glass transition itself, remains unresolvesgtarting point is a kinetic Ising model in trEbsenceof spin-
[1-4]. spin interactions J=0). By itself this model is trivial: with
Unlike a spin glass, the Hamiltonian of glass-forming ma-J=0 there is no thermodynamic transition at any tempera-
terials contains no intrinsic disorder. Instead the structurature. All relaxation and correlation functions decay exponen-
disorder arises from a dynamical mechanigapid cooling, tially, in or out of equilibrium, and all spins are uncorrelated.
for example that keeps the system from forming an orderedwe introduce dynamical frustration by adding a dynamical
equilibrium phase. It is currently believed that the resultingrule for frustration to the Monte Carlo dynamics. This rule,
structural glass may be not a proper equilibrium phase budlefined below, satisfies detailed balance, so that the eventual
instead a material trapped in a long-lived metastable statequilibrium state remains unchanged, but the dynamical pro-
However, the dynamical mechanism causing this trapping igess leading to equilibrium changes markedly. Such an idea
unclear, as is how such a mechanism can lead to the olwvas proposed in the facilitated kinetic Ising model of Fre-
served experimental phenomenology. For example, given drickson and Andersef6]. Their analytic study predicted
mechanism we would like to know how its onset, as onethat their model should have a power-law singularity in the
approaches the glass transition temperalyregives rise to  equilibrium relaxation time at nonzero temperature, which
nonexponential decays of the autocorrelation or relaxatiomhey interpreted as a dynamical transition leading to a glass,
functions and to an apparent divergence in the relaxatiomlthough subsequent simulation studies did not support the
time at a nonzero temperatufg below Ty, often character- existence of this power-law singularify,8].
ized by the Vogel-Fulcher law~ e~K(T-To)[5], whereA is a Notwithstanding the absence of the power-law singular-
constant energy scale arkdis Boltzmann’s constant. We ity, we have revisited this model and made a large-scale
also would like to know how the mechanism can yield ther-numerical study. This is because we believe its dynamical
mal properties of the glass transition that mimic closely thosdrustration can provide the most simple representation of
of a true thermodynamic phase transition. Finally, we wouldglassy behavior. We have used a simplified version of the
like to know if the transition to a glass represents a new clasfacilitation model, which we studied in both two and three

1063-651X/97/563)/213213)/$10.00 55 2132 © 1997 The American Physical Society



55 MODEL FOR DYNAMICS OF STRUCTURAL GLASSES 2133

dimensions and for several facilitation rules. We examinedransition is defined by the onset temperature at which, in the
the properties of the model for temperatures where equilibabsence of crystallization, the specific heat shows a promi-
rium was possible and also the effective thermodynamicsient peak or jump13]. One can also measure changing ul-
upon heating from and cooling into the essentially glassytrasonic acoustic properties as a glass is heated, in which
state. Our results are as follows. At low temperatures thease the glass transition is indicated by a kink in a plot of
equilibrium autocorrelation functions have the late-timeacoustic attenuatiofor velocity) as a function of tempera-
stretched exponential decays characteristic of glass-formingire [14,15. Finally, one can measure the sample specific
materials. More importantly, the relaxation timethat we  volume as a function of temperatur&6]. This curve shows
extract from these data diverges at nonzero temperatures fak kink at a temperature consistent with thg predicted by
lowing a Vogel-Fulcher law. In addition, our simulations of acoustic attenuation or specific heat measurements. There-
heating and cooling of a quenched low-temperature “glass’fore, provided the measurement time scé\éHz for the
show a peak in the effective specific heat with propertiesacoustic studies, effectively mHz for viscoelastic properties,
very similar to those of the glass transition. We also find thatzero Hz for specific volumes smaller than the experimental
data for different heating rates can be scaled onto a univers@ime scale from the scanning rafd(InT)/dt] %, the glass
curve. These results are independent of the dimensionality afansition temperature appears to be frequency independent.
the model or of the facilitation rules employed. Finally, our  The actual value ofry depends on the time scale of the
structural study of rapidly heated glasses shows behaviasxperiment, i.e., heating or cooling rates, and on the sample
similar to that seen in dynamical x-ray studies of rapidly history (annealing time at low temperature, for example
heated glasses. Thus this simple model is able to reproduggnsistent with the idea that the transition is a nonequilib-
much of the phenomenology of glassy relaxation and thgjum phenomenon. An experimental study of the heating-rate
glass transition, with no adjustable paramef{&is dependence of; and of the width of the specific-heat peak
The paper is organized as follows. In the next section wehas been undertaken, with the aim of determininggfand
review the experimental phenomenology of glasses alonghe heating rate are related by a Vogel-Fulcher law and if the
with the results of molecular-dynamics simulations of modelransition width extrapolates to zero at a finite heating rate
systems. Following this is a review of some models anq17], with as-yet inconclusive results.
theories. We next introduce our model, diSCUSSing its imple- AS one approacheﬁg from h|gher temperatures, g|ass_
mentation and theoretical underpinnings. Finally, we presenforming materials show complex nonexponential decays in
our results and discuss them in the context of current expergutocorrelation or relaxation functions. The time constants
mental measurements on glasses. 7 involved in these dynamic processes are strongly tempera-
ture dependent. The dependencer¢f) can often be ex-
trapolated to show apparent divergences at nonzero tempera-
tures. Viscoelastid18,19, light scattering[20—23, NMR
Glasses have been extensively studied over the past hdlt8,23,24, ultrasonic[15], specific-heat spectroscop@5—
century, so that the basic phenomenology is well known an@7], dielectric responsg28-30, and neutron-scatterif@1—
has been extensively reviewgdl—4]. Here we summarize 38] studies of highly viscous glass formers have shown com-
these general results. We discuss in more detail experimenpdex relaxational behavior. This is also evident in molecular-
results on dynamics in glassy materials, as well as the statutynamics simulation§39,40 of model systems that have
of current theory. shown that the relaxation process is quite complex. Early
A qualitative understanding of the glass transition can bedielectric relaxation studief30] of supercooled fluids indi-
obtained from the free-volume approdd®,11]. This model cated two distinct mechanisms, now knownasind 8 re-
predicts a Vogel-Fulcher form for the relaxation time by pos-laxation. This was later confirmed in neutron-scattering
tulating a simple relationship between the free volume avail{34,36,38 studies and by molecular-dynamics simulations
able for structural relaxation and the corresponding viscosity41,42.
or relaxation time. By assuming a minimum possible free Loosely speakinga relaxation is associated with long-
volumev, (e.g., analogous to the free volume of a randomtime scales and long-range order at the glass transition, while
close-packed system of hard sphérese argues that the the fasters relaxation involves shorter time scales and is
relaxation time will diverge~e®®(®r=v0) wherev is the  associated with short-range order. Indeed, the transient pro-
actual free volume availablgl2]. Linearizingv(T) yields cess,B relaxation, appears at temperatures abdyeand
the Vogel-Fulcher form. Of course, such an approach doepersists into the glass. Through study of ionic and polymeric
not take into account the nonequilibrium nature of the tranglasses above the glass transition this mechanism has been
sition. Nevertheless, the key idea of this phenomenologicabbserved to decay via power laws with temperature-
approach, that relaxation on long length scales is frustratedependent exponenf20,34. Depending on the time scales
by the local structurgrepresented here by an average quanconsidered, the corresponding relaxation times appear to
tity, the free volumg is appealing and appears in one form have an Arrhenius temperature dependere®®{, whereA
or another in most modern approaches. is an activation energy arldis Boltzmann’s constahbr for
Subtleties with the glass transition begin with defining asomewhat longer times an effective power-law form. As
precise temperature at which it occurs. The glass transitiotemperatures are reducédell aboveT,) the temperature
temperatureT, can be operationally defined as the pointdependence of short-tim@ relaxation follows an effective
upon cooling where the measured Vviscosity exceedpower-law dependence of the viscosiy-(T—T')™#, with
7~10% P. Alternatively, one can heat a frozen glass andT'>Tgy and u~2 [43]. The form is only an effective one,
examine the changing specific heat. In this case the glassnce as temperatures are reduced towdrdsx relaxation,

Il. REVIEW



2134 IAN S. GRAHAM, LUC PICHE AND MARTIN GRANT 55

which involves Vogel-Fulcher temperature dependencessuggest a more complicated universal form similar to that

dominatesgB relaxation. The temperatufE’ marks a cross- seen in multifractal scaling: There the Kohlrausch form does

over boundary between two different regions of viscous benot appear to reproduce the high-frequency data. Other re-
havior [43]. This crossover occurs at a viscosity of aroundsults suggest that Dixon and co-workers’ scaling is not uni-

10°-10C° P, a region readily accessible to other experimentalersal and has to be modified to account for high-molecular-
techniques and to molecular-dynamics simulations. In factweight polymers [28]. The discrepancy between the

experimental results have been obtained in neutrongjelectric and neutron-scattering experiments has yet to be
scattering studie$36,38, while the two distincte and 8 (esolved.

mechanisms have also been observed in molecular-dynamics e can summarize as follows. Near the glass transition

simulations[41,42. These experimental results ghrelax-  gytocorrelation functions decay nonexponentially at late
ation have bgen taker) as confl_rmanon of mode-couplingjmes by @ relaxation, with the form often being well de-
theories, as discussed in two revieldd,45. scribed by a stretched exponential. The corresponding relax-
The long-time mechanismy relaxation, is observed only - ation times usually extrapolate to a divergence, via the
at temperatures abové,. As the temperature is lowered \/ogel-Fulcher law, at a nonzero temperature below that of
towardsT this feature dominates the late-time behavior ande glass transition. Network glasses show the more straight-
is characterized by nonexponential relaxation and divergenc@nward Arrhenius form. There are also faster transient
of the relaxation times near the glass transition temperatures_re|axation mechanisms that decay via power laws and
It is the « mechanism that is most directly associated with\yhose relaxation times appear to diverge via Arrhenius laws,
long-range order at the glass transition. At late times thisithough when glass formers are studied at temperatures well
decay is often well described by a stretched-exponefatisb  apove the glass transition these mechanisms suggest effec-

known as a Kohlrausgtdecay tive power-law divergence of the viscosity at a temperature
e higher than the glass transition. A critical examination of
O(t)~e " (1) models of the temperature dependence of glass-forming lig-

) . . ] uids has been given recently by Sticletlal. [50].

with «<1, whered(t) is a correlation function defined be-  Theoretical investigations of glassy phenomena have fol-
low. The stretch exponent does not appear to be universal |owed several approaches with mixed success. These include
and can vary from 0.2 to 0.8 depending on the material beinﬂwermodynamic free-volume moddl0], blocking or diffu-
studied, the method of sample preparation, and in some casggn models[51], hierarchical model§52], and hydrody-
the temperature. The appropriateness of this expression hagmic mode-coupling theorid44,45,53—-57. The oldest is
been questionedi29] and other functions have been sug- the free-volume approach discussed above. This idea of local
gested, particularly in the context of dielectric response meastrycture trapping the system in a metastable state has been
Surementi46]. HOWeVer, the stretch form is W|de|y used tested by several constrained dynamics mot&&l] and via
due to its reliability in reproducing data from many different nierarchical relaxation mode[§2].
experiments and as a general scaling form. We reiterate, The former approach constructs an artificial dynamics that
though, that such a function is phenomenological. serves to slow relaxation. The results often yield nonexpo-

As temperature is lowered and the glass transition apnential relaxation functions and in some cases a non-
proached the relaxation timeor viscosity grows rapidly and  Arrhenius divergence of the relaxation time. However, in
in many cases extrapolates to a divergence at a temperatui@neral, the models are too artificial to be easily related to
To<Tg. This divergence is often well fit by the expression real systems. An exception is the facilitation kinetic Ising
model. This model, introduced by Fredrickson and Andersen
[6,7], attempted to surmount these problems by incorporating
. dynamical frustrated relaxation into a simple microscopic
known as the Vog_eI-FuIcher law _vvhé'r@)>0. Some materi- - model: the kinetic Ising model. Dynamical frustration is in-
als are best described wity=0, i.e., Arrhenius relaxation corporated by allowing a spin to relax only when the neigh-
with activation energyA. Such materials typically form poring spins are in an appropriate state, analogous to allow-
strong covalently bonded networks, for example silicatesing a flip only when a site is surrounded by sufficient local
Most glass-forming materials, such as polymers, metalliGree volume. Analytic study6] of one version of this model
glasses, and ionic systems do not form strong covalent bondg,ggested power-law divergence of the relaxation time at a
or bonded networks. These materials show non-Arrheniugonzero temperature and stretched-exponential decays for
relaxation near the glass transition, characterized by an aphe autocorrelation functions. Subsequent numerical work in
parent divergence at a nonzero temperafiy€ T . two dimensions verified stretched-exponential decay of the

One question is whether there is a simple and universadytocorrelation function, but found only weak evidence for
form for a relaxation. Neutron spin-echo experiments sug-divergence of the relaxation time at nonzero temperatures.
gest that neaf y the Kohlrausch decage™ (Wn® may satisfy  Hierarchical models complement these constrained dynamics
this requirement with a rescaling of timésr(T) [34,37. approaches. The model proposes a hierarchy of relaxation
These data also suggest that the prefactis temperature processes such that a state at a high level, corresponding to a
independent well abov&g, but that it acquires temperature long relaxation time, can relax only if a certain set of states
dependence close to the transitiGem nondiverging power on lower hierarchy leveléwith shorter relaxation timehave
law). These results are consistent with several molecularalso relaxed. This approach can yield Vogel-Fulcher laws
dynamics simulation§41,42,47,48 but not all[49]. Mean- and stretch-exponential decays, given appropriate assump-
while, the dielectric relaxation studies of Dixethal.[25,29  tions about the relationship between the levels of the hierar-

T~ eA/[k(Tf To)l , (2)
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chy. In fact, this approach has been used successfully to de- N
scribe experimental data on relaxation in ionic glad&&s. H=, o, 3
However, it is difficult to relate the model to the underlying =1
physics, as there is no obvious prescription for determining
the rules of the hierarchy from the microscopic properties. whereo;=*+1 is the spin at sité andN is the number of
The above approaches are similar in that they considegpins. There is no underlying thermodynamic phase transi-
glassy phenomena to arise from frustration arising from theion; the system is always paramagnetic. In the absence of
local structure. A conceptually different approach is hydro-any frustration rules the equilibrium and nonequilibrium
dynamic mode-coupling theoriy44,45,53-57. This theory  properties on the model are well known. All equilibrium or
has met with some success, particularly in the moderatelyionequilibrium autocorrelation functions decay exponen-
viscous region prior to the formation of a glass. The essentidially in time and the average spin at equilibrium is
idea is that a glass arises from a hydrodynamic slowingn,=(c)= —tanh(1kT). In addition, the spins are spatially
down near the glass transition, where the slowing down isincorrelated, at all times, whether or not the system is at
governed by a nonlinear coupling between the density flucequilibrium.
tuations and the renormalized viscosity. The resulting model To add dynamical frustration, denoted facilitation, we add
predicts several different scaling regimes, two of which werea rule such that a spin can attempt a €ligth standard Boltz-
mentioned above in the context of neutron-scattering resultgnann probability only if the spin is surrounded by a suffi-
These neutron results have been interpreted as a confirmatieient number of up spins. Allowing the attempted flip is
of the predictions of mode-coupling theory. However, theequivalent to saying there is no barrier to the transition,
agreement with experiment requires terms within thewhile forbidding the flip implies an infinite barrier height.
memory kernel linking the density fluctuations and the renor+or any lattice there can be several facilitation rules. A two-
malized viscosity that are difficult to justify theoretically site facilitation rule is one where a spin flip is allowed only if
[45]. As a result, any hydrodynamic mechanisms leading tawo or more of the nearest-neighbor spins are in the spin-up
glassy relaxation and the glass transition are obscured.  state. Thus the three-site rule requires a minimum of three
up-spin neighbors, and so on. Such rules clearly serve to
slow the dynamics, and we can anticipate that the harder the
IIl. MODEL rule, the slower the evolution.

The problem in simulating a glass is one of time, as the The ki_netics of this model are easily implementeql _Wit_hin
time scale of atomic motion is many orders of magnitudeMetmpo“S Mont_e. Carlo dynfa_mlcs by adding the facilitation
shorter than the time scale on which glassy phenomena afél€ to the transition probabilities. They become
observed. Thus, for example, molecular-dynamics calcula-
tions are limited to the moderately viscous regigre 10° P, e Ba"B/KT  for E,>E,
where precursor effects to glasses may be observed, but are  P,_,=f({oj}) X
far from the glassy regime ten orders of magnitude away. 1 for Ea<EBp,

glassy reg g y
Monte Carlo methods are similarly, though less restricted.
Our approach is slightly different: we postulate a dynamicawhereE, = —o; and E,= o; are the energies at siie(ini-
mechanism that gives rise to frustrated relaxation and glassjally with spin o) before and after the attempted flip, re-
behavior and incorporate it directly into the dynamics of thespectively. Time is measured in units of Monte Carlo steps
model. As a result, the effective time scale of our simulationgper spin(MCS/spir). Each Monte Carlo step corresponds to
is on the scale of the frustration and not on the shorter timé\ attempts to change the system’s state using this transition
scale of atomic motion. We can therefore simulate muchprobablitity. The facilitation functiorf({o;}) depends only
later effective times and can test, by our results, whether oon the states of the spifg;} neighboring the site of interest
not our postulated mechanism is correct. and is either 1 or 0 depending on whether or not there are

A reasonable candidate for a mechanism are local barriersufficient neighbors to satisfy the facilitation ry9]. (Con-
to relaxation that depend on the local environment. Suclsequently, distances are measured in units of the distance
barriers will inhibit relaxation when the neighborhood is too between neighboring sitesThe effect of this rule is to slow
tightly packed, in keeping with the frustration ideas dis-the dynamics in such a way that the equilibrium thermal
cussed above. In general, the height of these barriers mawerages are preserved. The glassy behavior we investigate
depend on the local environment. To simplify the model wehere is associated with this slow dynamics. This point has
assume only two possible barrier energies: zero or infinitybeen discussed elsewhégid.

This should retain the essence of the model while preserving The facilitation model was incorporated within a multi-
the universal behavior. spin algorithm previously used to study equilibrium and non-

We test this idea within a variant of the facilitation model equilibrium properties of the kinetic Ising modg0]. This
of Fredrickson and Andersen, in both two and three dimenallows us to simulate 32 independent systems in parallel. In
sions. Following them, we consider a kinetic Ising model intwo dimensions we examined two-site facilitation, while in
the absence of any site-site coupling=0), but in the pres- three dimensions we studied both two-site and three-site
ence of an external field. For convenience we set the externatodels. The advantage of our algorithm is its speed and
field to unity (or, equivalently, temperature is measured inability to average over many independent systems. This is
units of the strength of the external figldefining a positive important, as the phenomena we wish to study are at late
field as being in the negative spin direction. The Hamiltoniartimes, where good statistics are necessary to extract data
is from the background. Using our algorithm we are able to

4
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produce results to later times and with much higher precision
that has heretofore been possible. ! 03
Three different initial conditions were considered for our / ) 1.0
numerical studies(i) we prepared a system initially with all 0.4 ." 0.7 ]
spins up, quenched the system by applying a reversed field, :
and monitored the subsequent evolutitn;we prepared the |
system in a magnetized equilibrium state and estimated the :’
time-dependent fluctuations around this state; &g we :
examined the thermal fluctuating properties of glassy state,
which was prepared by quenching below the critical relax-
ation temperaturédiscussed belowand annealing the sys-
tem for several 199MCS/spin.
For the system quenched by the reversed fixed external
field 1kT, we monitored the evolution of the average mag- -0.2
netizationm(t) =(o) as the system evolved to equilibrium.
At late times this magnetization reaches the equilibrium
value m,=lim,_.,.m(t). For sufficiently large systems -0.4
m,=m,, so that the equilibrium average is equal to that
predicted by the equilibrium partition function. As noted pre- -t 0 1 2
viously [7], facilitation can trap the system within a re-
stricted configuration space, provided the quench field is too
FIG. 1. log-log plot of —log,q¥(t), as a function of timet

deep for a given system size. In this case>my. We used : _ _
this criterion to detect finite-size effects in our simulationsfollowing a quench from the all spin-up state, whef¢t) is the

and have accordingly increased system sizes to give corretglaxation function. The results here are for a two-dimensional sys-
results. Providedn,,=my, to within statistical error, we find €M, using the two-site facilitation rule, at differing values of
that other quantities we measure, in particular the relaxatiOIJl/kT_ as indicated. The results for other dimensi_ons. and models are
times, are independent of the size of the system. For dimerfludlitatively the same. The arrold marks the kink in the relax-
siond=2, we used systems of si2é=24—_4&, while for ation function, as discussed in the text. The dashed line corresponds
d=3, we usedN=283-16>. Magnetizationsn(t) were aver-
aged over anywhere from 640 to several thousand indepen-
dent quenches depending on the time required for the system
to actually equilibrate. We then calculated the normalized

relaxation function
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to ordinary exponential decay=1.
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where the averagé) is over all sites. The averages were
again taken over from 640 to several thousand independent

m(t)—m,,
Yt = 1-m, (3 runs. From®(t), we obtain a characteristic time scale
7(T) from the integral of the correlation function

In some cases we also calculated the spatial correlation fundo ®(t)dt or by simply fitting ®(t) to a form. o
Finally, the prepared glassy state was studied in two

tion g(r,t) during the quench and at equilibrium—{ ). ; ¢ - -
a(rH g d g ) ways. We first considered slow uniform heating of the sys-
tem and measured during this process the effective specific

This is defined by the average
(o(1)a(0)) —m(t)? heat as a function of temperatufe This is analogous to a
g(r,t) :< 5 > (6)  calorimetric measurement of the glass transition. Second we
1-m(t) considered the response of the system to a temperature jump
to higher temperature, monitoring in this case the average

where the inner averagdw (r)o(0)) and m(t) are taken magnetizatiom(t) and the structure fact@(q,t). This is of
over all appropriate spins for a given system and the outeinterest with reference to a time-resolved x-ray study of
average is an ensemble average. In the absence of facilitamorphous metal61], which examined the early-time evo-
tion, g(r,t)=45,-¢, since all sites are uncorrelated. This lution of the structure factor.

should also be the case in the presence of the facilitation, but
only at equilibrium, since facilitation should affect the non- V. RESULTS

equilibrium and not the equilibrium properties of the system.
We examined equivalently the radially averaged power spec- Typical results from quenching with the external revers-

trum of the latticesS(q,t), which is the Fourier transform of ing field are shown in Fig. 1 for different inverse tempera-
g(r,t), suitably normalized in real space to gi®0,t)=0. tures 1kT. These results are qualitatively independent of the
A purely uncorrelated system yields a flat power spectrumgdimensionality or of the choice of facilitation models: the
with the amplitude reflecting the noise strengthagnitude only apparent effect of making the facilitation more restric-
tive is to slow the dynamics. There are two clear regions in

of the fluctuations
For the systems prepared in equilibrium, we also meathese data: an early-time exponential, followed by late-time

sured the spin-spin autocorrelation function. In normalizedslower-than-exponential decay. The crossover from early to
late time is interesting: for a short time evolution slows sig-

form this is
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FIG. 2. Pair correlation functiog(r) plotted for different times 1og10(t)

t following a quench from the all spin-up state. The buildup of
correlations at intermediate times is clearly evident. The maximum

amplitude of these correlations occurs at a time coincident with th?e
kink marked in Fig. 1.

FIG. 3. log-log plot of—log;®(t), as a function of time for
mperatures, from left to right, of KT = 0.1, 0.2, 0.3, 0.4, 0.5,
and 0.6, where¥(t) is the autocorrelation function. The results

ifi " ft hich the d bedi in. but sl here are for a three-dimensional system, using the three-site facili-
nrll icantly, 4 er_ \IN'II'(}‘:W beh epay . 29'”3 :gba'n’h u "Soowertation rule. Straight lines correspond to a stretched exponential, the
than exponentla. IS behavior, In |9ate y the ar w slope being the stretch power. The dashed line corresponds to
can be explained as follows. At early times most of the SPiNg,rdinary exponential decay=1.

are up, so it is easy to flip them down. Here the facilitation

rule plays almost no role, so decay is exponential. Eventually,stes were most consistent with=1. there being no sys-

all the easy spins have been flipped and the remaining Upmatic variation ofc with temperature. This is different
spins cannot flip until their environment has been arranged 4., hydrodynamic mode-coupling theory, which predicts a
bring up spins into their neighborhood. This initial phase of¢ gpjike temperature dependence in this quantity. Comparing
up-spin diffusion is associated with very little change in théyhe fits we found that the stretch form represented the data
average magnetization, since motion of spins requires Spingater than the sum of exponentials. We can also estimate the
to be flipped up and then down: no net change in magnetize|axation timer from the integrated autocorrelation func-
zation occurs. Therefore the decay n(t) slows signifi-  n This gives an estimate entirely consistent with that ob-
cantly. Eventually, hovx_/ever, cIu;ters of up spins form_a”dtained from the fits, implying that the integral df(t) is
allow the decay to continue, albeit slower than exponentially 4o minated by a stretched exponential.

Evidence of this is seen in the dynamical evolution of the £ imes shorter than those shown in Fig. 3 the decays of
pair correlatl_on function, shown in Fig. 2. At early an_d late the autocorrelation function are exponential. In the model,
times the spins are uncorrelated, as expected, but at iNterMgiis time regime is what corresponds forelaxation. The
d'ﬁ.teh“d'“f‘e$ we see thﬁ.tk))glldu_p of Short-r:a(rjlgehcorrelqt|onstjecay in this transient regime is due to fast motion of spins
which dissipate as equilibrium is approached. The maximungy,; are initially free to evolve, that is, are initially facilitated
in this anomalous correlation takes place at the time wherBy a sufficient number of up neighbors. The slow non-
the dynamical evolution is slowest. These correlations have gy ,nential late-time decay is due to spins that are initially
purely dynamical origin and disappear at late times as g 1eq by the facilitation rule. Since the initial spin distri-
equilibrium state is achieved. Thus the facilitation rule doesbution is random we can use a mean-field argument to cal-
not introduce equilibrium correlations on any length scale, ag|ate the relaxation times of the initial transient exponential

expected. regime. At equilibrium the spin-up probability is given b
We now turn to the behavior at equilibrium. In Fig. 3 we f:gefz/ia/(lfefzm)_ Linearprespgnge arounilj theg equiliby—

plot characteristic results for the equilibrium autocorrelationrium statef + e~V yields lhrg= pe(F)(1+e~ 2Ty, where
funcUons,_shown _he_re for a three-dimensional system W'trbp(f), the probability that a given site is facilitated, is given
the two-site facilitation rule. At low temperaturghigh by the ratio

fields) the late-time behavior is well described by a stretch
exponential, with the stretch slopedecreasing slightly with N |

decreasing temperature. This dsrelaxation in the model. ) _|N—',lfi(1—f)N—i

We fit the late-time data to the functi@ V2" to determine =3 N _ %)
the stretch powea and relaxation time-. To test the appro- " N! | Nei

priateness of this form we plotted fhf as a function of “~ mf (1-1)

In(t): there was no evidence for late-time power-law behav-

ior. We also fit the late-time data to the foroe™(Y"?° as  HereN is the total number of neighbors afids the mini-
well as to the sum of ordinary exponentials mum number of up neighbors needed for facilitation. The
ce Y1+ (1—-c)e V. In the former case, the best-fit esti- agreement between the calculated relaxation (@) and
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3 . TABLE |. Results from fitting (@) Vogel-Fulcher
10 3 (r=ceN&T=KTa)) and (b) power-law (r=A(kT—kT,)~?) expres-
F sions to the relaxation time data shown in Fig. 4. RRevalues are
102 4 weighted by the uncertainty in the data.
Model c A kT, X2
« 10!

@
d=2 (two-sit® 0.43+0.02 4.2:0.1 0.50:0.03 2.3

100} 3-Site 1 d=3 (wo-sit4 016002 3.6:01 030-001 21
Er O d=3 (three-sit¢  0.51+0.02 5.2:0.2 0.68:0.03 1.8
e Model A y To .
e ] (b)
0.8l i d=2 (two-site 53+05 1.3-0.1 1.18-0.05 118
5 L i d=3 (two-site 1.8+£0.1 3.2:0.1 0.570.01 7.9
0.6 aa . d=3 (three-sit¢ 50+100 3.0:2.0 0.7+1.0 264
F 3 ooy a A A A o
04l " Ewepeg, tee ] . .
L ¢ oo i ering all three models, it is clear that the Vogel-Fulcher ex-
o_% o o1 o8 132 pression provides a much better fit to the data than does the

power law, showing the intimate relation between stretched-
1/kT exponential time decay and the Vogel-Fulcher temperature
dependence within this model. The relaxation times obtained
FIG. 4. Plot of the(a) relaxation times antb) stretch powers as  from the integral of the curves gives essentially identical
a function of inverse temperaturekJ, for the three cases studied. results. We have therefore shown that a microscopiC, pure'y
Error bars(not shown vary in size, from smaller than the displayed dynamical model can give rise to this important aspect of
symbols to roughly twice the size of the symbols. A straight line in lassy phenomenology.

(a corr_esponds _to Arrheniufs hrelaxlation_. The concave upwar Figure 4b) shows the temperature dependence of the
curv::‘s |n<:j|<t:r?te d||\_/§rlgence 0 ihe rt;aaﬁion time at\?onzle'r:o Itehmétretch powelr, wherea~0.5. Our results indicate a small
perafures. the solid lines are the best 1S using a voge-rulc e§ystematic increase of with temperature from about 0.35 to
function with the parameters given in Table I, while the dashed line .

X i , . 0.55 with temperature. Up to now the consensus has been
is the best fit to a power law; the other fits are extremely p@mr. that th | . . h terized b inal
indicates the possibility that the stretch power may be weakly de- a e g "?‘Sjy reglme IS Charac erize Hy a single
pendent on temperature in the model. temperature-independent stretch exponent. However, we

note that this weak temperature dependence isfextracted

the fits to the early-time simulation data are essentially exacftr.om fits, so there may be systematic error in our data analy-

and indicate Arrhenius behavior at low temperatures. To seg> of W?'Ch we Iarg nlot %ware. Fturiher s:udy WOLt"d bednec-
this analytically we need only consider the limit of smAll essary to conciusively demonstrate a temperatire depen-

(i.e., low temperaturgsin which case the sums are domi- Soeg(tz)es}eori/cg Zy(ge?:rsﬁeggﬁythat this feature could be difficult
nated by their leading terms. The relaxation time is then The similarity between the two regimes of the facilitation
25IKT model (fast exponential and slow stretch exponentihd
2j/kT (9) the B- and a-relaxation mechanisms in true glasses is quite
suggestive, although, in our simple model, we see no evi-
dence of the elaborate effective temperature dependences
which is an Arrhenius law. This is consistent with the inter-and power-law decays seen in experimeytdlehavior. The
pretation of this short-time regime being analogous to theransient exponentigb mechanism is due to fast relaxation
fast B-relaxation mechanism seen in experiment. within a local, relatively free cage and the slower non-
Let us return to the nonexponential late-time exponentiale decay is due to slow diffusional relaxation of
a-relaxation regime and consider the fitted results for thethe trapped sites or particles. Thus our model for structural
relaxation timesr and stretch powers (Fig. 4). Fig. 4(@) glasses reproduces both relaxation mechanisms present near
shows the temperature dependence of these relaxation timéee glass transition and provides a physically reasonable
for the three models studied. A straight line implies Arrhen-mechanism for both. We note that this physical argument has
ius relaxation and divergence of the relaxation time atbeen previously discussed by LeWi2].
T=0. All our results are concave upward, indicating diver- Finally, we comment on a possible universal scaling of
gence at a nonzero temperature. We fit these data to twihese relaxation data. At first, the simple form indicated by
possible forms for this divergence, a power law and theFig. 4 would suggest that universal rescaling is possible.
Vogel-Fulcher expression, and have summarized the result3owever, the fact that the early-time data follav!7s("
in Table I. These Vogel-Fulcher fits are shown in Figa)4 precludes this possibility. Our data are consistent with two
with solid lines and a dashed line shows the best of theegimes, namely, the early-time exponential and the late-time
power-law fits; the other power-law fits are extremely poorstretched exponential. Naturally we cannot rule out other
and are not showinote they? values in Table)l Consid- late-time scaling forms. However, for the late-time regimes

e
T~ T T —okT =1 €
B (1+e 2Tyt
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FIG. 5. Specific heat as a function of temperate for a FIG. 6. Scaling plot for the glass transition. The data have been

system heated frorfi=0.454 55 toT=6 and subsequently cooled scaled according t&(T—T,)/W, C,/C", whereT,, is the posi-

at a rate|d(kT)/dt|=1x10"°kT/MCS. The arrows indicate the tion of the midpoint of the peaRyV is the full width at half maxi-
direction of the temperature change. The solid line gives the statismum, andC!" is the peak height. The heating rates corresponding
tical specific heacgs‘) defined in the text, while the open symbols to the different curves are(a 5x10 3kT/MCS, (b)
linked by the dashed line give the experimentally relevant quantityl x 10~ 3k T/MCS, (c) 5X 10" *k T/MCS, (d) 2x 10~ *kT/MCS, and
C,=d(e)/d(kT). The dotted line is the exact result in the absence(e) 1x 10 *kT/MCS. The dotted linéwhich does not sca)ds the

of facilitation. The large heating peak corresponding to a glass transcaling result for systems heated at the very slow rate
sition is clearly evident, as is the breakdown of ergodicity for 5x 10 6k T/MCS.

kT=2 on cooling anckT=<3 on heating.

C, , while the subsequent cooling run shows a much smaller
we studied our data are consistent with a stretched exponeand broader peak centered at a slightly lower temperature. If
tial and are inconsistent with a power law. we reduce the scanning ratékT)/dt the large peak narrows

These results give confidence in the use of this simpleind moves to lower temperatures, while the broad cooling
model to investigate the glass transition. Hence we next inpeak is largely unchange@esults not shown This is also
vestigated the thermal properties of model glass by quenclobserved with real glasses. The calorimetric behavior of our
ing a system below the divergence temperafy¢indicated  model thus possesses much of the characteristic phenom-
in Table ), relaxing it into a glassy state, and then slowly enology of the thermally measured glass transition and the
heating it, measuring the average system energy per spjfosition of the maximum in the specific heat can be inter-
(e) and fluctuationge®) — (e)*=1—(e)?. The specific heat preted as the effective glass transition temperafyrewhich
can be obtained two ways: by differentiating the energy peive will denote asT,, below.
spin C,=d(e)/d(kT) or by the statistical expression  The quantityC!®¥ (solid line in Fig. 5 tells us about the
C=N((e?) —(e)?)/(kT)2. The latter expression can be in- microscopic ramifications of the broken ergodicity associ-
correct when the system is nonergodic, while the former willated with this peak. Since this quantity diverges at low tem-
reflect the thermal properties as they would be measured iperatures we see thge?)—(e)? does not go to zero as
an experiment. All these results can be contrasted with th&— 0. This means that fluctuations are quenched, on the time
exact results for this model in the absence of facilitation. scale of the experiment, in keeping with dynamical argu-

To study the ergodicity, we used the two-dimensionalments for the origin of glassy behavior.
two-site facilitation model. Results for a typical heating and  Also of interest are the results of scaling the specific-heat
subsequent cooling run are shown in Fig. 5, contrasted witdata for calorimetric experiments performed at different
the exact Ising resulidotted ling. This system was initially heating rates. We analyzed such data using the standard scal-
quenched from the all spin-up state k@=0.454 55 and ing form, with results shown in Fig. 6. Provided the nonequi-
allowed to relax for & 10° MCS/spin. It was then heated librium peak is well displaced from the broad background
(and subsequently coolgd at a constant rate of peak of the equilibrium moddi.e., it is at sufficiently high
1x10 °kT/MCS. This initial temperature is below the temperaturesthe data scale very well. This ceases to be the
Ty=~0.5 of this systenfsee Table)lso the relaxation time of case(dotted ling@ when a large portion of the specific heat is
the prepared glassy state is extremely long: even aftedue to the equilibrium backgrounglotted ling. We note
8x 10° MCS/spin the system was still evolving very slowly that one can ensure that these two regions are well separated
with time. However, relaxation was so slow that no notice-by making the facilitation even more restrictive.
able change in properties would have occurred over the time There has been interest in determining if, at asymptoti-
scale of the heating-to-cooling run. cally slow heating rates, the broad glass transition sharpens

From the measurements of the specific heats, ergodicityp in the manner of true first- or second-order transitions
on the time scale of our simulation measurements, breaKs7]. This is usually done by measuring the glass transition
down just belowkT=2.0 for both heating and cooling runs. peak position and width, estimating their functional depen-
The heating run shows a large peak in the specific healence over experimentally accessible heating and cooling
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0.9 v e mum T.,: the Arrhenius form is clearly evident. Similar
08l . (4) | Arrhenius behavior for the glass transition temperature is of-
X ten seen in typical calorimetric experimengs,62 and im-
0.7 8 7 plies that the effective activation energy arising from the
0.6l ‘\\f\ i dynamical frustration is independent of the heating rate. To
Eosl ‘f\\\e check that this is a function only of the frustration mecha-
g LN 7 nism and not of the annealed state we repeated the numerical
> 04f e - simulations, starting with an initial state annealed for a much
03k ol | shorter time akT=0.454 55 (2 10° MCS/spin as opposed
: ENW to 8x10° MCS/spin. The results, also shown in Fig(&J,
0.2 \::A — show that the effective activation energy is largely indepen-
0.1k ° N dent of the initial state of the system.
Also of interest is the rate dependence of the peak width,

0.0 —grimpral ol gl e plotted in Fig. Tb). We have attempted to fit these data via
10071077 107710771077 10 L : i
power series in heating rate or by a power law with an ad-

heating rate (kT/MCS) e .
ditive constanW=A+Bt®. The power law provides by far
3.5 . T, the better fit and yields a power-law growth exponent for the
(B) peak width of approximately 0.6. More importantly, this
3.0 ° i power law extrapolates to a finite-width transition at slow
? heating rates. Of course this extrapolation only makes sense
2.5 H . . . .
; for time scales shorter than the annealing time of the pre-
5ol i i pared low-temperature system. This also applies to real ex-
= I periments.
1.5 . In Fig. 7(c) we plot the specific-heat maximum as a func-
3’ tion of heating rate. In general, the maximum increases with
1.0} o - decreasing heating rate, until a critical rate is reached where-
¥ upon the maximum begins to decrease. The value of the
0.5} ‘A:‘p 1 maximum, as well as the crossover point between these two
omeom regimes, depends on the annealing time of the starting state.
0.1%_6“1"6'_5 10'_4--1“8'_5-'1"8'_'2"1'"6_1 A longer annealing time yields larger s_pecific-heat m_axima
) and at the same time lowers the heating rate at which the
heating rate (kT/MCS) crossover from increasing maxima to decreasing maxima is
0.8 ——rree S seen. We also examined the annealing time dependence by
. (C) examining, at a fixed heating rate o030 *kT/MCS, the
0.7 o W ] effective glass transition peak for system annealed for times
06l - ° | between 4<10° and 8x 10° MCS/spin. We observe that the
’ o maximum in the specific he&)' and the temperature of this
0.5 R SN . . peakT,, both increase with increasing annealing time, while
g “ a the peak widthW decreasegdata not shown In addition,
e 0.4r o i the integral over the peak estimated by the prodDfwv
0.3- il increases with aging. This is quite consistent with experi-
¢ mental observations of typical glasses. The numerical data
0.2} 2 . are, however, too noisy for us to be able to estimate the
functional form of these dependences.
0.1r | Finaly, we examine the response of the glass state to an
0.0t v v upward temperature jump. For this study we took configura-
107%107°% 10741073 1072 107! tions that had been annealed for<80® MCS/spin at
heating rate (kT/MCS) kT=0.454 55, instantaneously jumped the temperature to a

higher value, and monitored the subsequent time evolution of
the magnetization and the ensemble-averaged structure factor
Results are shown for two initial states annealed for differents(q't)' Jumps were performe.d .to temperatures betwe.en
lengths of time akT=0.454 55: 8 10° MCS/spin (circles and kT_= 1.0 andkT=6.0. Characteristic results are for magneti-
2 10° MCS/spin(triangles. The dashed lines ife) are best fits to ~ Zation and extreme-components of the structure factor are

an Arrhenius law, while irfb) they correspond to power-law fits, as Shown in Fig. 8 for a jump t&T=4.0, while Fig. 9 shows a
discussed in the text. three-dimensional topographic map of the evolution of the

structure factor with time.
rates, and then extrapolating to slower rates. In our case this The results can be summarized as follows. As the glass
is equivalent to measuring the heating-rate dependence of tis¢ate evolves towards equilibrium the structure factor ini-
scaling parameters, which we have plotted in Fig. 7. tially develops a peak ai=0, which subsequently decays.
Figure Ta) shows the rate dependence of the peak maxiMeanwhile, the structure factor at largesvolves monotoni-

FIG. 7. Dependence of scaling parametéas T,,, (b) peak
width W, and (c) specific-heat maximun€)' on the heating rate.
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S(q,t) curves. Unfortunately, our data are too noisy and do
not extend to small enougipfor this to be feasible. We find

(4)

= 1.2 that the rise inS(q,t) at early times is best described by a
;’0 8 power law, albeit with a power-law exponent that varies
+« widely with g, but nonsystematically. Also, the drop B
- 0.4 following the peak is described neither by a power law nor
0.0 L an exponential: the best description comes from a Wigner
i function S~t%~Y7. Meanwhile, at highy the structure fac-
(B) ) tor grows almost linearly with time to the equilibrium value.
-04} 4 . - .
= These results, however, are in qualitative agreement with
g i T the time-resolved x-ray diffraction study of Brauél]. In

-0.6} 1 that temperature-jump study of glassy Boand FegB 4
- . Brauer found, prior to crystallization, a rapid rise in the
structure factor at lowg, but no equivalent rise at higd,
similar to our results discussed above. In Brauer’s case, how-
10°t (MCS/spin) ever, this initial growth is exponential, allowing one to ex-
tract relaxation times as a function of Brauer foundr
FIG. 8. Time dependence of the smallest- and largessmpo- ~ *0° consistent with the rise being due to density fluctua-

nents of(a) the structure facto8(q,t) and(b) the average magne- tions. In addititzrzl, Bialuer found the_ rapid rise§(q,t) only
tization for a temperature jump frokiT=0.454 55 tkT=4.0. The ~ for q<<1.2x10? A~*, corresponding to a length scale of

08004 08 12 186 2.0

dashed line shows the result for largenamely,q=0.927, in units ~ ~80 A. This is consistent with our findings that the smallest
of reciprocal lattice spacing. The solid line is for the smaligst length scale for the density fluctuations should be rather
namely,q=0.046 247. large.

We performed temperature jump experiments to various

cally towards the equilibrium value. Tle=0 peak is clearly ~t@mperatures betweekiT=1.0 and 6.0. As with the glass
due to fluctuations in the magnetization: in fact, visualizationransition data we attempted to scale these temperature jump

of the spin configurations during the jump show the forma-results onto a qniversal curve. This proved unsgccessful for

tion of domains of the fluctuating, high-temperature phasé’Oth the evolution of the structure fgctor evolution and the

embedded within the still-frozen glass. The broad peak influévolution of the average magnetization.

ences the structure factor out to approximatghy0.35, i.e.,

on the order of three inverse lattice spacings. Since each site

in our model reflects an averaged domain in a real system,

this implies quite large minimum domain sizes at the glassy In this paper we presented and studied a facilitated kinetic

peak. Ising model for structural glasses. This model, a simplifica-
The peak agj=0 is strongly reminiscent of structure fac- tion of the model of Fredrickson and Anderdé&n7], consid-

tor evolution in spinodal decomposition when the order pa-ers a system of noninteracting Ising spins in a negative ex-

rameter is not conserveld3]. This is consistent with our ternal field. Glasslike frustration, or facilitation, is introduced

model, which does not conserve magnetization. Howeverhy allowing the spin at a given site to evolve via Metropolis

the dynamics of our model will be quite different from ordi- dynamicsonly if it is surrounded by a sufficient number of

nary spinodal decomposition, since in the latter case the dyup spins. If there are insufficient up neighbors the site is

namics are driven by local free-energy gradients, while infrozen and does not evolve. As the field increagasre-

our case the dynamics arise solely from the frustration.  sponding to decreasing temperajutbe equilibrium state
We attempted to quantify this study by measuring the contains fewer and fewer up spins and more spins are frozen

dependence of the relaxation timesextracted from the by the facilitation rule. This is analogous to saying that cold,

V. DISCUSSION

NGRY)

15000

FIG. 9. Three-dimensional topographic plot
of the structure factoS(q,t) following a tem-
perature jump fromkT=0.454 55 tokT=4.0.
The contour plot in the-t plane shows the struc-
ture factor peak atj=0. The structure factor at
late time is flat, indicating systems at equilibrium.
S(q,0), however, is slightly depressed at layy
reflecting the residual structure of the nonequilib-
rium glass.
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tightly packed regions of solid inhibit structural relaxation of ever, our data are too poor to allow qualitative measurement
their neighbors. At sufficiently low temperatures the facilita- of relaxation times.
tion requirement should frustrate relaxation completely, in The agreement between our model and experiment is not
which case the relaxation time should diverge and the systemomplete. For example, our model does not reproduce the
should become a glass. complicated transient time and temperature dependence of
The experimentally observed properties of glass-forminghe B-relaxation regime. Furthermore, within the
materials near but above the glass transition can be summa-relaxation regime, our model indicates a temperature-
rized as follows. There is an early-time power-law relaxationindependent prefactoc=0(1), different from the predic-
mechanism @ relaxation, which persists into the glass and tions of mode-coupling theory and from some experiments.
has a temperature-dependent relaxation time that follows apinally, the effective thermodynamics upon heating a model
Arrhenius law, for some regime of temperature and timeglass are only qualitatively similar to data on real glasses.
This relaxation mechanism is believed to be associated with However, despite these drawbacks, the agreement be-
fast local atomic rearrangements. At late times there is §yeen the numerical results of our model and the known

seco_nd nonexponential_ relaxation mechanismeélaxatiprj phenomenology of glasses is quite remarkable, especially
that is often well described by a stretched exponential. The,sidering the extreme simplicity of our noninteracting ki-

corresponding relaxation times are observed to diverge Wity |sing model. We therefore believe that the model con-

temperature foIIowmg_ a_VogeI_—Fngher Iaﬂ&/k(T_TO)' with tains the essential mechanism of glassy phenomena, namely,
a nonzero'_l'0_<Tg. This IS a dlffus!ona_l rel_axatlr?n m”echa- relaxation frustrated by local structure. In such models relax-
n:sm ?n? it is the cessation of this diffusion that allows 8 tion on long length scalgand hence long time scaesan
glass to form. only occur by the diffusion of up spins through the system.

The results from the facilitation model are entirely con- ) e T
sistent with these observations. We first note that there arMeanwh|Ie, the diffusion of these spins is frustrated by the

two well-defined relaxation regimes. At short times the equi-anCIty of up-spin n_(alghlbors. This hlera_r(_:hlcal process
librium autocorrelation function decays exponentially, with S€rves to slow the diffusion and, for sufficiently few up
an associated relaxation time that follows an Arrhenius lawSPins, effectively stop it. _
This relaxation is associated with lod#sb spin relaxation, There are several remaining issues. First, we note that our
but not spin diffusion. At later times the relaxation takes onmodel considers the facilitation energy barrier to be either
a stretched-exponential form, with a stretch exponetiat ~ zero (the site is facilitatefl or infinity (the site cannot
depends no more than slightly on temperature and a prefactévolve. Thus the energy surface is filled with infinitely high
that is temperature independent. In this case we measured tk@ zero-height barriers separating different spin configura-
relaxation times and tested their dependence on temperatutégns. However, one could reasonably assume different en-
In all cases studied we found their divergence best describegtgy barriers depending on the degree of facilitation. This
via a Vogel-Fulcher law. This slow relaxation is due to thewould change significantly the shape of the energy surface,
slow diffusion of up spins, which then facilitate the relax- adding barriers of various heights. We note that the approach
ation of otherwise frozen sites. of Fredrickson and Andersds,7] includes such a modifica-
Given the success of the model reproducing these featurgi®n to the energy surface. In their model the insufficiently
of glasses, we turned to other typical experiments. We firstacilitated sites never evolvénfinite barriey, while those
modeled calorimetric experiments of glasses by heating that can evolve have their flipping probabilities weighted by
frozen model glass at a constant rate and measuring thtae number of spin-up neighbolS9]. In this case the simu-
evolved nonequilibrium heat. In an experiment the glasdation results did not show the rich glasslike phenomenology
transition is marked by a prominent peak or jump in thewe observe. In light of the success of our simpler model a
nonequilibrium specific heat under these conditions. Our nureinvestigation of this more general approach would seem to
merical results are consistent with these observations, shovise in order.
ing a prominent peak in effective specific heat that can be We have also ignored the role of the conservation law. In
attributed to a glass transition. This peak is entirely due tamur treatment the magnetization was nonconserved. This is
nonequilibrium behavior. As the heating rate is lowered thisconsistent with structural glasses, but may not be consistent
peak narrows and moves to lower temperatures. This is alswith network glasses, where the number of network bonds is
consistent with experiments on structural glasses. In addiconserved. The conservation of this quantity, in the context
tion, our model indicates a universal scaling of the nonequiof our model, may explain why network glasses make such
librium specific-heat curves for different heating rates. Tostrong glass-forming materials and also why network glasses
our knowledge, such scaling has not been attempted witshow Arrhenius, not Vogel-Fulcher, divergences of their
experimental data. slow relaxation times. Simulation studies of variants of the
Finally, we turned to temperature jump experiments andacilitation model may answer some of these questions.
measured the evolution of the structure factor of a frozen Finally, we point out the need for an analytic study. Since
glass following a jump to temperatures abolg. At large  the facilitation model appears to encompass the relevant
g the results show a monotonic increase of the structure faanechanism for glasses, studies of this model should shed
tor towards the equilibrium value. The low-data, on the light on the analytic properties of glassy relaxation. In addi-
other hand, show the formation of a large peakqatO, tion, we suspect that the hydrodynamic approach, taken to
which then disappears as equilibrium is approached. As merthe appropriate limit, will map onto a facilitation model. This
tioned above, these results are qualitatively consistent witmight prove a useful way of explaining the origins of certain
the time-resolved x-ray measurements of Brdédi. How-  terms in the mode-coupling memory kernel.
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